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t. Below we will give an algorithm which computes  the coefficients of the 
product  of two square matrices A and B of order n from the coefficients of A 
and B with tess than  4 . 7 - n  l°g7 arithmetical operations (all logarithms in this 
paper  are for base 2, thus tog 7 ~ 2.8; the usual method requires approximately  
2n 3 arithmetical operations). The algorithm induces algorithms for invert ing a 
matr ix  of order n, solving a system of n linear equations in n unknowns,  com- 
put ing a determinant  of order n etc. all requiring less than const n l°g 7 arithmetical 
operations. 

This fact  should be compared with the result of KLYUYEV and KOKOVKIN- 
SHCHERBAK [1 ] tha t  Gaussian elimination for solving a system of l inearequations 
is optimal if one restricts oneself to operations upon rows and columns as a 
whole. We also note tha t  WlNOGRAD [21 modifies the usual algorithms for matr ix 
multiplication and inversion and for solving systems of linear equations, trading 
roughly half of the multiplications for additions and subtractions. 

I t  is a pleasure to thank D. BRILLINGER for inspiring discussions about the present 
subject and ST. COOK and B. PARLETT for encouraging me to write this paper. 

2. We define algorithms e~, ~ which mult iply matrices of order m2  ~, by  in- 
duction on k: ~ , 0  is the usual algorithm, for matr ix multiplication (requiring 
m a multiplications and m 2 ( m -  t) additions), e~,k already being known, define 
~ ,  ~ +t as follows: 

If  A, B are matrices of order m 2 k ~ to be multiplied, write 

(All  A~2 t (B~I B12~ (Cll C1~ 
A = \A21 A~2], B --- \B.21 B2~], A B = \C21 C22], 

where the Ai~ ,, Bik, Cik are matrices of order m2  ~. Then compute  

I = (All  + A ~ )  (Bit  + Be2 ) , 

I I  = ( A ~ I + A ~ 2  )Bl I ,  
I I I  = A l l  (Bt~ - -  B~.~), 

IV = A ~  ( - -  Bl l  + B21 ), 
V = (Alx+AI~)B~2,  

VI = (--Ax~ + A~) (Bll + B~2 ), 
VII  = (AI~--A~2 ) (B21 + B22 ), 

* The results have been found while the author was at the Department of Statistics 
of the University of California, Berkeley. The author wishes to thank the National 
Science Foundation for their support (NSF GP-7454). 
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C ~ = I + I V - - V + V I I ,  

C ~ x = I I + I V ,  

Q s = I I I + V ,  

C s s = I + I I I - - I I + V I ,  

using ~ ,  k for multiplication and the usual algorithm for addition and subtraction 
of matrices of order m 2 ~. 

B y  induction on k one easily sees 

Fact 1. ~ ,  ~ computes  the product  of two matrices of order m 2 * with m ~ 7 k multi- 
plications and (5 + m) m s 7 ~ --  6 (m2k) s additions and subtractions of numbers. 

Thus one may  mult iply two matrices of order 2 k with 7 k numbermultiplications 
and less than 6 . 7  ~ additions and subtractions. 

Fact 2. The product  of two matrices of order n m a y  be computed  with 
~ 4 . 7 -  n 1°g7 arithmetical operations. 

then 

Proo]. Put  
k = [log n - -  4], 

m =  [n2-* l  + t ,  

n ~ m2 k. 

Imbedding matrices of order n into matrices of order m2  k reduces our task to 
tha t  of estimating the number  of operations of ~ ,  k. By  Fact  t this number  is 

(5 + 2m) mS7 k - -  6 (m2k) s 

< (5 + 2 ( n 2 - ~  + 1))(n2 -~  + t ) s 7  k 

< 2n 3 (7/8) * + t 2.03 n s (7/4) k 

(here we have used 16- 2 ' ~  n) 

= (2 (8/7) l°gn-k + t2.03 (4/7) l°gn-k) n/°g7 

=< max (2 (8/7) t + t2.03 (4/7) *) n 1°g7 
4 < t < 5  

=< 4.7" n l°g 7 

by a convexi ty  argument.  

We now turn to matr ix  inversion. To apply the algorithms below it is necessary 
to assume not only tha t  the matr ix  is invertible bu t  tha t  all occurring divisions 
make  sense (a similar assumption is of course necessary for Gaussian elimination). 

We define algorithms fl~,~ which invert  matrices of order m2 k, by  induction 
on k: fl~, o is the usual  Gaussian elimination algorithm, fl,~, k already being known, 
define fl,~,k +1 as follows: 

If  A is a matr ix  of order m2 ~+t to be inverted, write 

A l l  A la i ,  
A = \As1  As2/ 

Cli CI \ 
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where the  Aik, C~k are matr ices  of order  m2  k. Then compute  

I =A~-x x, 

I I  = A 2 t I ,  

I I I  = IAI~, 
IV = A 2 t l I I ,  

V = I V - - A 2 ~ ,  

VI = V -1, 

Cx~ = I I I -  V I ,  

C~1 = V I - I I ,  

V I I  = I I I -  C2~, 
ClI  = I - -  V I I ,  

C~2 = - -  VI  

using ~ ,  k for mul t ip l ica t ion ,  tim, k for invers ion and the usual  a lgor i thm for ad- 
d i t ion or sub t rac t ion  of two matr ices  of order  m 2 k. 

B y  induct ion  on k one easi ly sees 

Fact 3. fl,~, ~ computes  the  inverse of a m a t r i x  of order  m 2 k wi th  m 2 ~ divisions, 
= ~  . . . .  m 2  k mul t ip l ica t ions  and _--<~(5 +m)m~7k--7(m2k) s addi t ions  and 
sub t rac t ions  of numbers .  The  next  F a c t  follows in the  same w a y  as F a c t  2. 

Fact 4. The  inverse of a m a t r i x  of order  n m a y  be compu ted  with  < 5.64 • n l°g 7 
a r i thmet ica l  operat ions .  

S imi lar  resul ts  ho ld  for solving a sys tem of l inear  equat ions  or  comput ing  a 
de t e rminan t  (use D e t A  : ( D e t A i l )  D e t ( A ~  --A21A~Al~)) .  
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