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Gaussian Elimination is not Optimal
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1. Below we will give an algorithm which computes the coefficients of the
product of two square matrices 4 and B of order # from the coefficients of 4
and B with less than 4.7 - #'87 arithmetical operations (all logarithms in this
paper are for base 2, thus log 7 2 2.8; the usual method requires approximately
2#* arithmetical operations). The algorithm induces algorithms for inverting a
matrix of order #, solving a system of » linear equations in #» unknowns, com-
puting a determinant of order » etc. all requiring less than const #!°¢7 arithmetical
operations.

This fact should be compared with the result of KryuveEv and KOXOVKIN-
SHCHERBAK [1] that Gaussian elimination for solving a system of linearequations
is optimal if one restricts oneself to operations upon rows and columns as a
whole. We also note that WiNoGRAD [2] modifies the usual algorithms for matrix
multiplication and inversion and for solving systems of linear equations, trading
roughly half of the multiplications for additions and subtractions.

It is a pleasure to thank D. BRILLINGER for inspiring discussions about the present
subject and St. Cook and B. ParLETT for encouraging me to write this paper.

2. We define algorithms a,, , which multiply matrices of order m2F, by in-
duction on k: a,, ¢ is the usual algorithm for matrix multiplication (requiring
m? multiplications and m?(m — 1) additions). «,, , already being known, define
%y, 1 +1 @S follows:

If A, B are matrices of order m2*~1! to be multiplied, write

A <A11 AlZ) B (Bn Blz) AB = (Cu Cl2)
Ay Ags)’ Byy By’ Ca1 Coe

where the 4;,, B,;, C,, are matrices of order m 2. Then compute

I = (Au + Am) (Bu + Bas) s
I = (A21+A22) Bn»
II = An(BLz — Bya),
IV = Azz("‘Bu + Bsy),
V= {411+ 415) Bss,
VI = (—4y; + 451 (Bia+ Bys),
VII= (4,5, — 43,) (Byy + Bsy),
* The results have been found while the author was at the Department of Statistics
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Cpy =I+1IV—V4VII,
Cor =TI +1V,
Cpp =TI 4V,
Cyg =1+ 111 —T1 4+ VI,

using a,, , for multiplication and the usua!l algorithm for addition and subtraction
of matrices of order m 2.

By induction on % one easily sees

Fact 1. a,, , computes the product of two matrices of order m 2% with m? 7* multi-
plications and (5 -+ ) m? 7% — 6 (m2%)? additions and subtractions of numbers.

Thus one may multiply two matrices of order 2% with 7% numbermultiplications
and less than 6 - 7% additions and subtractions.

Fact 2. The product of two matrices of order #» may be computed with
< 4.7 -n°87 arithmetical operations.

Proof. Put
k= [logn —4],
m=[n2"*1+1,
then
7 < w2k

Imbedding matrices of order # into matrices of order m2* reduces our task to
that of estimating the number of operations of «,, ,. By Fact 1 this number is

(5 +2m) m2 7% — 6 (m2k)2
<(s+2m27%+1))(n2" P+ 1)2 7
< 2#3(7/8)F +12.03n2(7/4)*

(here we have used 16- 28 < #)

(2(8/7)'8"* - 12.03 (4/7)'8"~F) mlos?
max (2(8/7) +12.03 (4/7)) w7

4.7 - nlog?

Al

A

by a convexity argument.

We now turn to matrix inversion. To apply the algorithms below it is necessary
to assume not only that the matrix is invertible but that all occurring divisions
make sense (a similar assumption is of course necessary for Gaussian elimination).

We define algorithms B,, , which invert matrices of order m2*, by induction
on k: B, ois the usual Gaussian elimination algorithm. §,, , already being known,
define B, , ., as follows:

If 4 is a matrix of order m2**! to be inverted, write

A= (Au Alz) 41— (Cu C12)
Agy Apel’ Cax Cyp)’
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where the 4;,, C,, are matrices of order m2*. Then compute

I =/11_11»

II =4,,1,
I =14,,,
IV =4, 111,
V =IV—-4,,,
VI =V,

Cyg =1I1.VI,
Coy =VI.1I,
VII=III-C,,,
C,y =1-—VII,
Cyp = —VI

using «,, , for multiplication, g, , for inversion and the usual algorithm for ad-
dition or subtraction of two matrices of order m2*.

By induction on % one easily sees

Fact 3. B, ; computes the inverse of a matrix of order m2* with m2* divisions,
< $m3 7% —m2* multiplications and < &(5 4 m)m27* —7(m2%? additions and
subtractions of numbers. The next Fact follows in the same way as Fact 2.

Fact 4. The inverse of a matrix of order » may be computed with < 5.64 . n'%87
arithmetical operations.

Similar results hold for solving a system of linear equations or computing a
determinant (use Det 4 = (Det 4,) Det (4,, — A,y A 4,5)).
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