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1 Vector Analysis Recap
1.1 Partial derivatives
Definition 1 (Partial derivative). A vector valued
function f : Rm → R, with v ∈ Rm, has a partial
derivative with respect to vi defined as

∂vi
f(v) = ∂f

∂vi
= lim

h→0

f(v + hêi) − f(v)
h

Theorem 1 (Integration of partial derivatives).
Let f : Rm → R be a partially differentiable func-
tion of many xi. When xi is indipendent with re-
spect to all other xj (0 < j ≤ m, j ̸= i) then

ˆ
∂xi

f dxi = f + C,

where C is a function of x1, . . . , xm but not of xi.

To illustrate the previous theorem, in a simpler
case with f(x, y), we get

ˆ
∂xf(x, y) dx = f(x, y) + C(y).

Beware that this is valid only if x and y are indipen-
dent. If there is a relation x(y) or y(x) the above
does not hold.

1.2 Vector derivatives
Definition 2 (Gradient vector). The gradient of a
function f(x), x ∈ Rm is a column vector containing
the partial derivatives in each direction.

∇f(x) =
m∑

i=1
∂xif(x)êi =

∂x1f(x)
...

∂xmf(x)


Theorem 2 (Gradient in curvilinear coordinates).
Let f : R3 → R be a scalar field. In cylindrical
coordinates (r, ϕ, z)

∇f = r̂ ∂rf + ϕ̂
1
r

∂ϕf + ẑ ∂zf,

and in spherical coordinates (r, θ, ϕ)

∇f = r̂ ∂rf + θ̂
1
r

∂θf + ϕ̂
1

r sin θ
∂ϕf.

Definition 3 (Divergence). Let F : Rm → Rm be a
vector field. The divergence of F = (Fx1 , . . . , Fxm

)t

is
∇· F =

m∑
i=1

∂xi
Fxi

,

as suggested by the (ab)use of the dot product no-
tation.

Theorem 3 (Divergence in curvilinear coordinates).
Let F : R3 → R3 be a field. In cylindrical coordi-
nates (r, ϕ, z)

∇· F = 1
r

∂r(rFr) + 1
r

∂ϕFϕ + ∂zFz,

and in spherical coordinates (r, θ, ϕ)

∇· F = 1
r2 ∂r(r2Fr) + 1

r sin θ
∂θ(sin θFθ)

+ 1
r sin θ

∂ϕFϕ

Theorem 4 (Divergence theorem, Gauss’s theo-
rem). Because the flux on the boundary ∂V of a
volume V contains information of the field inside of
V , it is possible relate the two with

ˆ
V

∇· F dv =
˛

∂V

F · ds.

Definition 4 (Curl). Let F be a vector field. In 2
dimensions

∇× F = (∂xFy − ∂yFx) ẑ.

And in 3D

∇× F =

∂yFz − ∂zFy

∂zFx − ∂xFz

∂xFy − ∂yFx

 =

∣∣∣∣∣∣
x̂ ŷ ẑ
∂x ∂y ∂z

Fx Fy Fz

∣∣∣∣∣∣ .

Definition 5 (Curl in curvilinear coordinates). Let
F : R3 → R3 be a field. In cylindrical coordinates
(r, ϕ, z)

∇× F =
(

1
r

∂ϕFz − ∂zFϕ

)
r̂

+ (∂zFr − ∂rFz) ϕ̂

+ 1
r

[
∂r(rFϕ) − ∂ϕFr

]
ẑ,

and in spherical coordinates (r, θ, ϕ)

∇× F = 1
r sin θ

[
∂θ(sin θFϕ) − ∂ϕFθ

]
r̂

+ 1
r

[
1

sin θ
∂ϕFr − ∂r(rFϕ)

]
θ̂

+ 1
r

[
∂r(rFθ) − ∂θFr

]
ϕ̂.

Theorem 5 (Stokes’ theorem).
ˆ

S

∇× F · ds =
˛

∂S

F · dr
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1.3 Second vector derivatives
Definition 6 (Laplacian operator). A second vec-
tor derivative is so important that it has a special
name. For a scalar function f : Rm → R the diver-
gence of the gradient

∇2 f = ∇·(∇f) =
m∑

i=1
∂2

xi
fxi

is called the Laplacian operator.

Theorem 6 (Laplacian in curvilinear coordinates).
Let f : R3 → R be a scalar field. In cylindrical
coordinates (r, ϕ, z)

∇2 f = 1
r

∂r(r∂rf) + 1
r2 ∂2

ϕf + ∂2
z f

and in spherical coordinates (r, θ, ϕ)

∇2 f = 1
r2 ∂r(r2∂rf) + 1

r2 sin θ
∂θ(sin θ∂θf)

+ 1
r2 sin2 θ

∂2
ϕf.

Definition 7 (Vector Laplacian). The Laplacian
operator can be extended on a vector field F to the
Laplacian vector by applying the Laplacian to each
component:

∇2 F = (∇2 Fx)x̂ + (∇2 Fy)ŷ + (∇2 Fz)ẑ.

The vector Laplacian can also be defined as

∇2 F = ∇(∇· F) − ∇×(∇× F).

Theorem 7 (Product rules and second derivatives).
Let f, g be sufficiently differentiable scalar functions
D ⊆ Rm → R and A, B be sufficiently differentiable
vector fields in Rm (with m = 2 or 3 for equations
with the curl).

• Rules with the gradient

∇(∇· A) = ∇× ∇× A + ∇2 A
∇(f · g) = (∇f) · g + f · ∇g

∇(A · B) = (A · ∇)B + (B · ∇)A
+ A × (∇× B) + B × (∇× A)

• Rules with the divergence

∇·(∇f) = ∇2 f

∇·(∇× A) = 0
∇·(f · A) = (∇f) · A + f · (∇· A)

∇·(A × B) = (∇× A) · B − A · (∇× B)

• Rules with the curl

∇×(∇f) = 0
∇×(∇× A) = ∇(∇· A) − ∇2 A
∇×(∇2 A) = ∇2(∇× A)
∇×(f · A) = (∇f) × A + f · ∇× A

∇×(A × B) = (B · ∇)A − (A · ∇)B
+ A · (∇· B) − B · (∇· A)

2 Electrodynamics Recap
2.1 Maxwell’s equations
Maxwell’s equations in matter in their integral form
are

˛
∂S

E · dl = − d

dt

ˆ
S

B · ds, (1a)
˛

∂S

H · dl =
ˆ

S

(J + ∂tD) · ds, (1b)
˛

∂V

D · ds =
ˆ

V

ρ dv, (1c)
˛

∂V

B · ds = 0. (1d)

Where J and ρ are the free current density and free
charge density respectively.

2.2 Linear materials and boundary con-
ditions

Inside of so called isotropic linear materials fluxes
and current densities are proportional and parallel
to the fields, i.e.

D = ϵE, J = σE, B = µH.

Where two materials meet the following bound-
ary conditions must be satisfied:

n̂ · D1 = n̂ · D2 + ρs n̂ × E1 = n̂ × E2

n̂ · J1 = n̂ · J2 − ∂tρs n̂ × H1 = n̂ × H2 + Js

n̂ · B1 = n̂ · B2 − ∂tρs n̂ × M1 = n̂ × M2 + Js,m

2.3 Potentials
Because E is often conservative (∇× E = 0), and
∇· B is always zero, it is often useful to use poten-
tials to describe these quantities instead. The elec-
tric scalar potential and magnetic vector potentials
are in their integral form:

φ =
ˆ B

A
E · dl, A = µ0

4π

ˆ
V

Jdv

R
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With differential operators:

E = −∇φ, µ0J = − ∇2 A.

By taking the divergence on both sides of the equa-
tion with the electric field we get ρ/ϵ = − ∇2 φ,
which also contains the Laplacian operator. We will
study equations with of form in §4.

3 Boundary value problems
3.1 Steady-state flow analysis
The equatation for the steady-state analysis is

∇2 φ = 0 for r ∈ Ω, (2)

with its boundary conditions: φ = 0 for r ∈ Γe, φ =
U for r ∈ Γb, ∇n̂φ = 0 for r ∈ Γs.

3.2 Magnetostatic analysis
The equation for the magnetostatic analysis is

∇2 A = −µ0J for r ∈ Ω. (3)

3.3 Magnetoquasistatic analysis
The equation for the magnetoquasistatic analysis is

∇2 A − µ0σ∂tA = −µ0Jq for r ∈ Ω. (4)

3.4 Electrodynamic analysis
The equationsfor the electrodynamic analysis are

∇2 E − µσ∂tE − µϵ∂2
t E = 0, (5a)

∇2 H − µσ∂tH − µϵ∂2
t H = 0. (5b)

4 Laplace and Poisson’s equa-
tions

The so called Poisson’s equation has the form

∇2 φ = −ρ

ϵ
.

When the right side of the equation is zero, it is also
known as Laplace’s equation.

4.1 Easy solutions of Laplace and Pois-
son’s equations

4.1.1 Geometry with zenithal and azimuthal
symmetries (Übung 2)

Suppose we have a geometry where, using spherical
coordinates, there is a symmetry such that the so-
lution does not depend on ϕ or θ. Then Laplace’s
equation reduces down to

∇2 φ = 1
r2 ∂r(r2∂rφ) = 0,

which has solutions of the form

φ(r) = C1

r
+ C2.

4.2 Geometry with azimuthal and trans-
lational symmetry (Übung 3)

Suppose that when using cylindrical coordinates,
the solution does not depend on ϕ or z. Then
Laplace’s equation becomes

∇2 Az = 1
r

∂r(r∂rAz) = 0.
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